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Fig. 1. Successfully completed �gures (a sailboat and a truck/train with two
cars) for the secret-constraint tasks. The experimental task uses 24 blocks
of 6 different shapes and 4 different colors.

is but does not know the secret constraint. The other per-
son (the teacher) doesn’t know what the task is but does
know the constraint. So, both people must work together to
successfully complete the task. For each of the tasks, the
learner received instructions, for a �gure to construct using
the blocks. In Task 1, the learner was instructed to construct a
sailboat �gure using at least 7 blocks; in Task 2, a truck/train
�gure using at least 8 blocks. When put together with the
secret constraints, the block number requirements turned
these tasks into modestly dif�cult Tangram-style spatial
puzzles (see Figure 1).

The secret constraint handed to the teacher for Task 1 was
that �the �gure must be constructed using only blue and red
blocks, and no other blocks.� The secret constraint for Task 2
was that �the �gure must include all of the triangular blocks,
and none of the square blocks.� At the end of each task, the
learner was asked to write down what they thought the secret
constraint might have been.

A. Study Observations

Since neither participant had enough information to com-
plete the task on their own, these tasks required the direct
engagement and cooperation of both participants. Corre-
spondingly, we observed a rich range of dynamic, interactive
behaviors during these tasks.

To identify the emphasis and de-emphasis cues provided
by the teachers in these tasks, an important piece of �ground-
truth� information was exploited: for these tasks, some of the
blocks were �good,� and others of the blocks were �bad.� In
order to successfully complete the task, the teacher needed
to encourage the learner to use some of the blocks in the
construction of the �gure, and to steer clear of some of the
other blocks. For example, in Task 1, the blue and red blocks
were �good,� while the green and yellow blocks were �bad.�

To set the stage, we will �rst describe two pairs of study
interactions before diving into a more detailed analysis of
the observed cues. The �rst pair of interactions were for 1,
where the goal was to construct a sailboat �gure using only
red and blue blocks. In one recorded interaction (session 27),
the teacher is very proactive, organizing the blocks almost
completely before the learner begins to assemble the �gure.
The teacher clusters the yellow and green blocks on one side
of the table and somewhat away from the learner. The learner
initially reaches for a yellow triangle. The teacher shakes her
head and reaches to take the yellow block back away from
the learner, before continuing to organize the blocks. The
learner proceeds to complete the task successfully.

In another recorded interaction (session 7), the teacher’s
style is very different. Instead of arranging the blocks ahead
of time, he waits for the learner to make a mistake, and then
��xes� the mistake by replacing the learner’s block with one
that �ts the constraint. When the learner positions a green
rectangle as part of the mast of the sailboat �gure, the teacher
quickly reaches in, pulls the block away, and replaces it with
a red rectangle. Later, the teacher �xes a triangular part of
the sail in a similar way, after which the learner completes
the task successfully.

The second pair of interactions were for Task 2, where
the goal was to construct a truck/train �gure using all of
the triangular blocks, and none of the square blocks. In one
interaction (session 2), the teacher provides some very direct
structuring of the space, pulling the square blocks away from
the learner and placing the triangular blocks in front of her.
In contrast, in another interaction (session 21), the teacher
almost entirely refrains from moving the blocks. She instead
provides gestural feedback, tapping blocks and shaking her
hand �no� when the learner moves an inadmissible block,
and nodding her head when the learner moves an acceptable
block.

As these descriptions suggest, we observed a wide range
of embodied cues provided by the teachers in the interactions
for these two tasks, as well as a range of different teaching
styles. Positive emphasis cues included simple hand gestures
such as tapping, touching, and pointing at blocks with the
index �nger. These cues were often accompanied by gaze
targeting, or looking back and forth between the learner
and the target blocks. Other positive gestures included head
nodding, the �thumbs up� gesture, and even shrugging.
Teachers nodded in accompaniment to their own pointing
gestures, and also in response to actions taken by the learners.

Negative cues included covering up blocks, holding blocks
in place, or maintaining prolonged contact despite the prox-
imity of the learner’s hands. Teachers would occasionally
interrupt reaching motions directly by blocking the trajectory
of the motion or even by touching or (rarely) lightly slapping
the learner’s hand. Other negative gestures included head
shaking, �nger or hand wagging, or the �thumbs down�
gesture.

An important set of cues were cues related to block
movement and the use of space. To positively emphasize
blocks, teachers would move them towards the learner’s
body or hands, towards the center of the table, or align
them along the edge of the table closest to the learner.
Conversely, to negatively emphasize blocks, teachers would
move them away from the learner, away from the center of
the table, or line them up along the edge of the table closest
to themselves. Teachers often devoted signi�cant attention
to clustering the blocks on the table, spatially grouping the
bad blocks with other bad blocks and the good blocks with
other good blocks. These spatial scaffolding cues were some
of the most prevalent cues in the observed interactions. Our
next step was to establish how reliable and consistent these
cues were in the recorded data set, and most importantly,
how useful these cues were for robotic learners.
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of the learner, with larger changes in distance being strongly
correlated with a block being bad, as shown in �gure 4.

Thus, we have identi�ed an embodied cue which might be
of signi�cant value to a robotic system learning in this task
domain. A robot, observing a block movement performed by
a teacher, might be able to make a highly reliable guess as
to whether the target block should or should not be used by
measuring the direction and distance of the movement. Such
a cue can be interpreted simply and reliably even within the
context of a chaotic and fast-paced interaction.

IV. INTEGRATED LEARNING ARCHITECTURE

In order to evaluate the utility of the spatial scaffolding
cues identi�ed in the study, we integrated novel social
attention and learning mechanisms into a large architecture
for robot cognition. Working together, these mechanisms
take advantage of the structure of nonverbal human teaching
behavior, allowing the robot to learn from natural spatial
scaffolding interactions. Our implementation enabled the
creation of an interactive, social learning demonstration with
our humanoid robot, and an evaluation of the robot’s ability
to learn from live interactions with human teachers on
benchmark tasks drawn from the study.

Our integrated learning architecture incorporates
simulation-theoretic mechanisms as a foundational and
organizational principal to support collaborative forms of
human-robot interaction. An overview of the architecture,
based on [2] and [16], is shown in Figure 5. Our
implementation enables a humanoid robot to monitor an
adjacent human teacher by simulating his or her behavior
within the robot’s own generative mechanisms on the motor,
goal-directed action, and perceptual-belief levels.

A. Social Attention Mechanisms

The mechanisms of social attention integrated into our
cognitive architecture help to guide the robot’s gaze behavior,
action selection, and learning. These mechanisms also help
the robot to determine which objects in the environment the
teacher’s communicative behaviors are about.

Shared attention is a critical component for human-robot
interaction. Gaze direction in general is an important, persis-
tent communication device, verifying for the human partner
what the robot is attending to. Additionally, the ability to
share attention with a partner is a key component to social
attention [17].

Referential looking is essentially �looking where someone
else is looking�. Shared attention, on the other hand, involves
representing mental states of self and other [18]. To imple-
ment shared attention, the system models both the attentional
focus (what is being looked at right now) and the referential
focus (the shared focus that activity is about). The system
tracks the robot’s attentional focus, the human’s attentional
focus, and the referential focus shared by the two.

The robot’s attentional system computes the saliency (a
measure of interest) for objects in the perceivable space.
Overall saliency is a weighted sum of perceptual properties
(proximity, color, motion, etc.), the internal state of the robot

Fig. 6. Saliency of objects and people are computed from several
environmental and social factors.

(i.e., novelty, a search target, or other goals), and social cues
(if something is pointed to, looked at, talked about, or is
the referential focus saliency increases). The item with the
highest saliency becomes the current attentional focus of the
robot, and determines the robot’s gaze direction.

The human’s attentional focus is determined by what he
or she is currently looking at. Assuming that the person’s
head orientation is a good estimate of their gaze direction,
the robot follows this gaze direction to determine which (if
any) object is the attentional focus.

The mechanism by which infants track the referential
focus of communication is still an open question, but a
number of sources indicate that looking time is a key factor.
This is discussed in studies of word learning [19], [20]. For
example, when a child is playing with one object and they
hear an adult say �It’s a modi�, they do not attach the label
to the object they happen to be looking at, but rather redirect
their attention to look at what the adult is looking at, and
attach the label to this object.

For the referential focus, the system tracks a relative −
looking − time for each of the objects in the robot’s
environment (relative time the object has been the attentional
focus of either the human or the robot). The object with the
most relative − looking − time is identi�ed as the referent
of the communication between the human and the robot.

B. Constraint Learning and Planning Mechanisms

In order to give the robot the ability to learn from em-
bodied, spatial scaffolding cues in the secret-constraint task
domain of our study tasks, we developed a simple, Bayesian
learning algorithm. The learning algorithm maintained a set
of classi�cation functions which tracked the relative odds
that the various block attributes were good or bad according
to the teacher’s secret constraints. In total, ten separate
classi�cation functions were used, one for each of the four
possible block colors and six possible block shapes.

Each time the robot observed a salient teaching cue, these
classi�cation functions were updated using the posterior
probabilities identi�ed through the study - the odds of the
target block being good or bad given the observed cue. At
the end of each interaction, the robot identi�ed the single
block attribute with the most signi�cant good/bad probability
disparity. If this attribute was a color attribute, the secret
constraint was classi�ed as a color constraint. If it was
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